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Here is my attempt on reproducing the results of auto-modeling on the
many-Normal-means example.

The main algorithm is

Take another perspective of (3.3), it is just to minimize .
Thus, we can directly take advantage with existing nonlinear
programming solvers, such as Ipopt (Interior Point Optimizer).
For (3.4) and (3.5), since , then
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and hence

And note that , it follows that

where  is the -th element of

For the many-Normal-means example,

then

For simplicity, I skip the step of approximation of  by bootstrap
samples, and instead directly use the true .

My pseudo Julia code is as follows,
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As for g-modeling, call deconv  function from the R package

deconvolveR .

Like in the paper, I repeat 200 times, then report the average mean
square error. The results are as follows:

function auto_modeling()

    for i = 1:N

        θold = θ

        λold = λ

        λ = sol_λ_given_θ(y, θ, ...)

        θ = sol_θ_given_λ(y, λ, ...)

        if (‖ θold - θ ‖ < tol) and (‖ λold - λ ‖ < 

tol)

            break

        end

    end

end

function sol_λ_given_θ(y, θ, ...)

    # Equations (3) (4) (5)

end

function sol_θ_given_λ(y, λ, ...)

    model = Model(Ipopt.Optimizer)

    # express the optimization problem `min G` in 

language of JuMP and Ipopt

    optimize!(model)

end
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Compared to the results in the paper,

Except for the results of g-modeling, others are close to the
reported results in the paper.
In my experiments, g-modeling can outperform auto-modeling,
but I did not deliberately select its parameters. The paper also did
not discuss how they chose the parameters for this method. So g-
modeling might be better than the reported performance in the
paper.
Currently, the program is relatively slow, and the computational
burden is mainly Step 3 in the coordinate descent algorithm. Are
there any speed-up strategies?
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